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the evaluation of gambles is a ubiquitous cognitive activity that underlies

perception (Green a Swats, 1966), Judgment (Ishneman, Slavic, a 'Nersky, 1982),

and choice (Walisten, 1980).* It Is therefore an important matter to understand - -

how people evaluate and choose between alternatives in the face of uncertainty. ~

Undee, the psychological literature on risk has continued to grow and influence---

* other disciplines as well (e.g., economics). However, much psychological

theodniang about 6ecision-eaking-under-uncertainty has been heavily influenced

by economic theories of how "rationalO actors are supposed to behave in order to

maxisise their a welfare. Mile this has been a useful starting -point,

rational actors seen less prome to attentional shifts, memory lapses, informs--

tics overload, and other cognitive limitations, than the rest of us. i n order

to develop useful and realistic descriptive theories, one strategy has been to -

focus on discrepancies in behavior between idealised rational actors and real C .~

people. Zn this way, one attempts to find psychological factors and processes

that will emqplain the discrepancies and predict new phenomena. in this paper,

we consider one of the most interesting discrepancies, the so-called "preference

roersalO phenomenon, first investigated by Lichtenstein and Slavic (1971) and

subsequently replicated by may others (Orether & Plott, 1979, Hamm, 1979;

Lichtenstein a Slavic, 1973, Lindman, 1971; Nowen a Gentry, 1980; Pomerehne,

Schneider, a Zweifel, 1982, Pilly, 1982).* A review of these findings is given

by Slavic and Lichtenstein (1983).

~epheamsa.

Consider the following two gambles, one of which has a high probability of

winning a smll amount of money (called the P-Set) and the other, which has a

low probability of winning a large amount of money (called the $-Set): 
1

*
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i-Det: Win $4 with p -. 97

Lose $1 with p-.03

$-Dets Win $16 with pm .31

Lose $1.5 with p - .69

When subjects are asked to choose which gamble they prefer to play, most choose

the i-fet over the $-Bet. Noiever# when each gamble is presented singly and

subjects are asked to state their minimum selling prices for corresponding

lottery tickets, the $-Set receives a higher price than the P-Set. If it is

assumed that higher selling prices also reflect preferences, then the order of

* preference reverse" depending on whether one chooses, or states selling prices.

Preference refersals have not only been found in laboratory studies (some

with elaborate controls--see Grether a ilott, 1979), they have also been demon-

strated at the Pour Qzeens Casino in Las Vegas (Lichtenstein & Slovic, 1973)*

Therefore, the phenomenon is robust over subjects, experimenters, various

*experimental conditions, as well as the amount of incentives-to Odo better."

* Mortanoe at preference reversl.

in addition to its obvious practical importance, preference reversals pose

a theoretical challenge to almost all theories of judgment and choice. To see

why, suppose that a person sets a mninimu selling price of $& for commodity A,

and $b for commodity 5, where $a b. Given a choice between commodity A and

an amount of money $c, where $a > $a > $b,*the person should choose A. To

choose $a over A would be, in effect, to sell A for $a despite the fact that $c

is less than A's minimum selling price. Similarly, given a choice between Sc

* and 3, the person should choose $a since it Is larger than a's minimum selling

price* since A is chosen over So, end sc is chosen over IN, transitivity of

choice requires that A be chosen over a. H owever, the preference reversal

phenomenon demonstrates that although >a $ b, people often oos S over A.

*~~~~ ~ ~~~~~~~ .0 % :* . ' .~' -% ~ '. *Ut *t* **
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thuse the phenomenon Implies that either som very simple assumptions about

seling prices are wrong, or choice Is consistently Intransitive. in any event,

the theoretical challenge is to understand howt such behavior can happen, and to tt-

explicate the conditions for both Its occurrence and non-occurrenace.-

Ves2bl e m atiome

2he prevailing view of the preference reversal phenomenon, fte to ~

Lichtenstein and Slavic (1971, 1973), is that, "variations in response mode

cause fundamental changes In the way people process information, and thus alter

the resulting decisionsO (Lichtenstein a Slovic, 1973, p. 16).* Grsther and

Vlott (1979), who considered no fewer than thirteen possible economic,

psychological, and artifactmal. explanations f or the phenomenon, were unable to

reject the notion that the type of information processing subjects perform is-

conditional an the response mode. Lichtenstein and Slavic suggest a more.

specif ic hypothesis; via o, that subjects set their minimum selling prices. by a

proces of anchoring-and-adjustment. 'fiat is, subjects who find a gamble

attractive are thought to anchor on the amount they stand to win, and then

adjust downward f or the amount and probability to lose. Nowever, the adjustment

Is thought to be typically insufficient (cf. Twersky a Kshnemans- 1974), leading

to prices that are inconsistent with choices, which are presumably achieved in

sam other way.

More recently, Twersky and Slavic (1984) have suggested a compatibility

hyohss which states that, 0. . . the easier the mapping of a stimulus .-.

component onto the response scale, the greater the weight attached to this

.smponent* (p. 6)0 Zn particular, because a gamble's payoffs and its minimum

selling price are both empressed in monetary units, this compatibility is n*%

theepht to result in a greater weighting of payoffs In setting prices than in

etsices or other rn-monetary responses. Later in this paper, we reanalyze

V.
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- vere.y mnd Slovic's (1984) data from a different perspective and discuss the

compatibility hypothesis at greater length.

although psychologists and economists have both been interested in the

- preference reversal phenomenon, the two disciplines have tended to interpret It t K
* differently. Zn particular, psychologists have tended to view reversals as a

discrepancy between judgment and choice. FOr example, iichhoff, Slovic, and

Lichtenstein (1980, p. 128) say, "people ue different aogniLve proceses when

evaluating the worth of gambles via a comparative model (*which would you rather

play?') than they use when judging each gamble separately ('ov mch is playing

each worth to you?').* Nwever, economists have tended to give the phenomenon a

subtly different interpretation, one that leaves the compatibility of Judgment

and choice an open question. For example, Grether and Plott (1979, p. 623)

see reversals as being inconsistent with the Obasic theoretical propositiona

that Ban individual should place a higher reservation price on the object he

prefers.* Zn this view, it I irrelevant that the preference order Is elicited- - .

via choices, while the ordering of prices Is obtained via judgments. 2hhe

critical discrepancy is between price and preference, not between judgment

and choice.

Distinguishing between the two interpretations hinges on a distinction

between, on the one hand, what the subject has been asked to d I.e., judge or

choose, and on the other hand, what scale the subject has been asked to do it

with, i.e., minim selling price or attractiveness. We will refer to judgment

and choice as two *response methods" with which to assess subjective worth.

lurther, just as subjective worth can be assessed with different response .

methods, it can also be assessed with what we will call different *orth

scales," including minima selling price and attractiveness 0other worth scales

Include desirability, maxima buying price, et. All these variables putatively

°ON.
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refloet (at least mootonically) the same underlying subjective worth. More-

over, each worth scale am be combined with any of several response methods.

2e preference reversal phenomenon constitutes an incompatibility between

one kind of judgment and one kind of choice. soever, the response method is

confounded with the worth scale. As indicated by the arrow In figure 1, the

usual reversal involves the observation of an incompatibility between judgments

made with om worth scale--minimun selling price--and choices made with a

different worth scale--attractLveness. horefore, one can view preference

Insert 1'iure I about here

reversals as representing either an incompatibility between the worth scales of

minimum selling price and attractiveness, or, an Inconsistency between the

response methods of judgment and choice. Since previous studies have confounded

response method and worth scale, the interpretation is unclear.

it is important to note that response method does not have to be confounded

with worth scale. An shown in figure 1, it is possible to construct tasks so

that minima selling price and attractiveness can each be assessed by judgment -'

or choice. Thus, in addition to the usual tasks, (Grether & Plott, 1979;

Lichtenstein a Slovic, 1971; 1973; Nowen & Gentry, 1980, PoAMuerehene et al..,

19621 Reilly, 1982),l it Is also possible to assess the ordering of minimum

selling prices with the response method of choice (lower left cell).2 To do so,

the subject is asked to indicate the gamble for which he or she would hold out

for the higher price. (note that the subject is not asked to indicate the

gamble for which he or she would "ask" the higher price, for this might
Ve=

encourage strategic behavior and produce something other than a choice with~., ..

respect to minimum selling price.) 2he upper right cell shows how one can

assess attractiveness with the judgment response method. This cell bears some W

elaboration, for it illustrates why the term "attractivenees is being used
%%5 .

'C
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WORTH SCALE!,.

Minimm
Selling
Price Attractiveness

II I ::r -- - -- --- - -- - -- - -- - -- - -- -

What is the I How much vould you
smallest price I like to play this

udment for which you * gamble, on a scale
would sell this I from I to 100?
gamble? "I I ,I%

RESPONSE

METHOD -- - - - "-- --

For vhich of il Which of these
these two gambles I two gambles

.4 Choice would you hold Iwould you prefer I
out for the Ito play?
higher price?

L -------- --- -4 --.--- ---------

•. :...._

Figure 1. Combinations of response method
and worth scale.
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Preference Reversals

rather than "preference.u There Is a tendency to think that "preference* is

naturally onfounded with choice; one speaks of having preferences "between"

options. On this view, the task described in the upper right cell assesses

something other than "preference." sowver, the Idea that choices are deter-

mined by the relative magnitudes of two levels of an attribute goes back to

Fechner (1860) and Thurstone (1927), who referred to these magnitudes as

"discrimina1 processes." If we adopt this view, it seem reasonable to use the

Judgment response method to measure the magnitudes that are thought to underlie

choice.

%Ls paper has two goals. The first is to clarify the nature of the

preference reversal phenomenon and determine exactly what it is that requires

explanation. The experiment to follow removes the confounding of response

method and worth scale, and is designed to determine which, if either, of the.

two proposed Interpretations of the phenomenon can be rejected. The second goal

is to develop and test a theory for the phenomenon as it is revealed In the

experimental results.

The remainder of this paper is organized as follows. The experiment is

reported in the next section. To anticipate the findings, the results show that

the discrepancy between judgment and choice contributes to, but does not

completely account for, the preference reversal phenomenon. In the following

section, we turn to a theoretical account of the results. Implications of

this theory are then tested by reanalyzing an experiment by Tversky and Slov.c

(1984). Thereafter, we discuss various Implications and extensions of our

model. - *',

PREFERENC RZVERBAL EPERIMENT

Ibethod

Subjects. The subjects were 11 male and 12 female student volunteers from

'r'

* -,-.-
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the University of Michigan paid subject pool.

Stimuli. .he 12 two-outcome gambles used as stimuli are shown in Table 1.

* hese gambles have been used in several previous studies, beginning with the
.4.

experiment reported by Lichtenstein and Slavic (1971). he 12 gambles were

Insert Table 1 about here

arranged in 6 pairs, each pair containing a P-Bet and a $-Set. Within each pair,

the two gambles have approximately the same expected value. Each stimulus was

displayed as a wheel of fortune on a 4" x 60 card. The winning and losing amounts

were displayed numerically while probabilities were displayed both numerically and

by pie sections an the wheel of fortune.

Procedure. Each subject was run individually in an experimental session

• that lasted no longer than one hour. Subjects responded to the 12 gambles

four times, once for each combination of response method and worth scale. The

order in which subjects performed these four tasks was varied, within the con-

straint that subjects alternated between the two worth scales. The order of

the 12 gambles was randomized for each judgment trial and the order of the six

pairs was randomized for each choice trial.

Subjects were asked to make judgments and choices using both worth

scales. in the judgment-minium selling price situation, subjects simply

stated the lowest price they would require to sell each gamble. if a subject

named a minimum selling price that was larger than the amount to win or a

lower price than the (negative) amount to lose, it was taken as an indication

that the subject did not understand the task. (A negative selling price

- corresponds to paying someone else to play the gamble, i.e., the subject

*i suffers a sure loss.) The task was then re-explained and the subject could

change any minimum selling price. No subject changed a minimum selling price

other than the one which prompted the re-explanation. For the judgment-

"%
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TALE I

StiLwi for Experiment

rProbabItty Amount Amount Expected

Par T of wLnning to win to lose Value

1 P 35/36 $ 4.00 $1.00 $3.86

$ 11/36 $16.00 $1.50 $3.85

.2 P 29/36 $ 2.00 $1.00 $1.42

$ 7/36 $ 9.00 $ .50 $1.35

3 p 34/36 $ 3.00 $2.00 $2.72

$ 18/36 $ 6.50 $1.00 $2.75

4 p 32/36 $ 4.00 $ .50 $3.50

$ 4/36 $40.00 $1.00 $3.56

5 p 34/36 $ 2.50 $ .50 $2.33

$ 14/36 $ 0.50 $1.50 $2.39

6 p 33/36 $ 2.00 $2.00 $1.67

$ 18/36 $ 5.00 $1.50 $1.75

.-. :

,
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attractiveness situation, subjects were asked to rat* the degree to which they

would like to play the gamble on a 1 00-point scale. in the choice-minimm,.

selling price condition, subjects were asked to indicate the gamble for which

they would demand the higher price. in the choice-attractiveness case, sub-

jects were asked to choose the gamble they would most like to play.

Data analysis. Bach subject made 24 judgments (12 minim selling price

' and 12 ratings of attractiveness) and 12 choices (6 using minimum selling

prices and 6 using attractiveness). Xf we simply consider the ordering of

Judgments and the ordering on choices, one can compare any pair of conditions

as to reversals. However, while the six possible pairs of orderings are not

independent, all six bear on the issue of reversals and were thus examined.

In order to illustrate our procedure, consider the judgments of minimum

selling price and the choices based on attractiveness. For each of the 6

choices, we examined the mini=a selling prices to see if their order was

consistent with that of the choices. in this way, one can check for reversals

in either of two directions: (1) the P-Det is chosen over the $-Bet, but the

$-Det is given a higher minimum selling price; or, (2) the $-Bet is chosen

* over the P-Bet, but the P-Ret is given a higher minim=m selling price. flue

same logic holds for coparing the two types of judgments, the two types of

choices, and the three other comparisons between judgments and choices. -

As in previous investigations, we tested for the presence of preference*:

reversals by comparing the relative frequencies of the tvp types of reversals.

" hte rationale for this procedure is as follows: If we assume that inconsis-

tent orderings are due solely to random errors on the part of the subjects,

there are two kinds of mistakes they can make; viz., falsely favoring the

P-et, and, falsely favoring the $-Bet. if the probability of these two

a'. errors is unaffected by the task in which the ordering is assessed, reversals

V% , 0%%
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should occur equally often in either direction. (for a somewhat different

argument leading to the same statistical test, see Lichtenstein and Slovic,

1973.) Now consider ties. Suppose a subject chooses a P-let but gives equal

ratings to the P and $ bets. Strictly speaking, the two orderings are di.-

crepant and a kind of reversal has occurred. However, we take a conservative

approach to counting reversals and ignore these cases. Since ties occurred

infrequently in our data, the substantive results do not change in any way. .1..

in order to test for the difference in the proportions of the two types

of reversals, McNemar's test for the equality of correlated proportions (1969)

was considered. In our case, however, each of the 23 subjects provided 6

responses, one for each pair of gambles. Pooling these responses across

subjects violates the assumption of mnear's test since the observations are

not independent. Therefore, statistical tests were conducted using a method

recently developed by Smith (1981). 3 Smith's method allows for particular

dependencies in the data; specifically, conditional on the responses arising '
.e W*

-from different subjects, the response patterns are assumed to be independent.

However, it is not assumed that different response patterns are uncandi-

tionally independent. Smith's test takes this lack of independence into

account. IThe test yields an F-statistic along with its corresponding p-ovalue.

Meslults

For each task, we can examine the number of responses that favored either

the P-bet or the $-bet. The resulting 2 x 2 table for each of the 6 possible

comparisons is shown in Table 2. our first results concern the proportion of

response patterns yielding strict reversals (excluding ties) in each of the

6 comparisons. These results are shown just below each 2 x 2 contingency

:* f...
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TAMEN 2

omparsons of Response Method/Worth Scale Combination**

,+ (1) t(2) :!

(Jeftwa1i m.54en. Judgment/Attract.
p $p $!+-

p 26 40 p 66 6
Cheice/ Cheice/
Attract. Attract.

S 13 48 41 23

531138 - .38; F-8.2, p-.01 471138-.34; F-17.1, p4.001

JuligmlflPiI .5.ll. Jeftmemt/ttract.

p $ p $,

P 30 32 p 56 9

-choice/ Chice/ --.- ~
HI .5.11. ias. 512

W'N.
_41/138-.30; F-7.2, p.02S GO/_13-.43; F- 14.7. p4 .00 1

c Ib o Ii .Sel I. Jufigme nt /ttr•act.

p $ P _$

P 46 27 P 36 3
lop Choice/q.I:

Attract. Itm.Sel.

$ 20 4S $ 6S 22

4711 58m.34; F".54, a.$. 68/ 138-.49; F-30.4. p4.001

i.
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table. Imoh proportion io the sum of the off-diagonal cell entries divided

by the total number of responses (6 responses/subject x 23 subjects - 138

responses).F7
,'.:

Note that the proportion of reversals is substantial, ranging from .49,

for the Judgments across the two worth scales, to .30 for judgments vs.

choices (using minimm selling prices). Over all conditions, the average

proportion of reversals was .38. Although there Were considerable reversals, . .- *".-

do they represent systematic tendencies or do they simply reflect random error

in the data? In order to test this, recall that we used Saith's test for

comparing whether the proportions of both types of reversals were equal (i.e.,

we tested for equality of the off-diagonal cell entries). The existence of

systematic reversals is indicated only if the reversal pattern is asymmetric,

i.e., one type of reversal is more prevalent than the other. 7he results of

these tests are also shown in Table 2. First, note that 5 of the 6 reversal

patterns are significant, including the one found in previous research (shown

in the upper left 2 x 2 table). Ifherefore, our results not only replicate the

usual finding, they show the existence of several new kinds of reversals that

are quite substantial. Second, consider the comparisons involving judgment

vs. choice (the upper four 2 x 2 tables). All of these are significant,

providing strong evidence for the contention that judgments and choices are

not psychologically equivalent. third, while judgment vs. choice is sufficent

for reversals, it is not necessary. Note that the strongest reversal effect

is for the comparison of minimum selling price and attractiveness judgments

(shown in the lower right 2 x 2 table). On the other hand, when comparing

choices over different worth scales, no systematic reversals were found. To

sum up, our results indicate that both response method and worth scale are

* affecting reversals although the latter only occurs for judgments.

W. iSe
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In addition to the overall magnitude of reversals, it is important to

know their direction. We investigated this by examining each of the five

significant reversal patterns. *h upper two tables in column I show the

pattern of results for judgments of minimum selling prices with both types of

choices. In the first table, the typical reversal finding is shown; i.e.,

more choices of the P-Bet and a higher inimum selling price to the $-Det than

vice versa. note that the same result obtains when the choice is with respect

to mininm selling price. The three tables in column 2 show the results for

the attractiveness judgments. oe bottom table show the comparison of the

two types of judgments. Note that the reversal pattern is very strong. The

two tables comparing attractiveness judgments with choices also show strong

reversals of the same types i.e., subjects chose the $-Bet but rated the P-Bet

as more attractive to play. Overall, these results pose an important

challenge for understanding the dynamics of preference reversals. that is,

any theory of the phenomenon ast come to grips with the fact that there are

many types of reversals, and, the differences in the strength and direction of

reversals varies according to the different combinations of response method

and worth scale. We now present a theory of preference reversals and then

*. return to discuss how it accords with the results given above.

T EORTICAL ANALYSIS: UPRESSION T HORY

the theory offered here draws on a conception of the subject's task

as consisting of three stages: (1) perceiving and encoding the stimuli;

* (2) processing the encoded information; and (3) expressing a response.

'" This three-stage conceptualization is consistent with ideas to be found in

* functional measurement (for example, Anderson, 1970; Birnbaum, 1974, 1978,

Birnbaum, Parducci, & Gifford, 19711 Birnbau a VWit, 1974).

During the perceptual stage, the subject arrives at a psychological

A -
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representation of the gambles. O LLS representation my take the form of

encoding a subjective value for each dimension of the gamble (i .e.,

probabilities and outcomes are encoded as subjective probabilities and

utilities); or, the subject May more or less directly perceive the gambles as

having a particular amount of some psychologically relevant dimension, such as

risk. During the processing stage, the subject Integrates the previously

encoded information to arrive at an overall impression or basic evaluation of

the gambles. finally, during the response stage, the subject expresses the-

basic evaluation in the form of a response repuested by the experimenter.

* One could plausibly argue that any or all of the three stages are

affected by such factors as the framing of acts, contingencies, and outcomes

(Slovic, Fischhoff, a Lichtenstein, 1982; 2'versky & Kahneman, 1981), or by the

response method and the worth scale. In our view, the simplest way to account

for the effects revealed by our experiment is to focus'on the response stage,

particularly as it concerns how the basic evaluation is OtianslatedO into a

particular scale. To underscore that our emphasis is on the Mapping of basic

evaluations Into responses, i.e., the eiawesson of opinion rather than its

* formation, we refer to the model detailed below as axpression. 2heory.

assic, evaluation

We hypothesize that people arrive at their basic evaluations by a process

of anchoring-and-adjustmentl specifically, they anchor on how they would feel

about receiving V outright, and then adjust downward to account for the
probability of losing and the amount to be lost.

* Formally, let G - (3, p; L, I-p) denote a gamble in which amount V

Is received with probability p and amount L is received with probability

I-p, where 0 4 p 4C 1.* It will be convenient to assume that N )o L. We will

call V and L. the amounts to "win' and *lose," respectively, even though
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both may be positive or negative. Let, u(l) denote the basic evaluatio off

gamble G, which we will also somevhat loosely call the "utilty" of 0. We can

then write,

ulG) - u() A( - u(L)] (1)

where u(W) is the basic evaluation of the degenerate gamble in which the

subject is certain to receive W, u(L) is the basic evaluation of the

degenerate gamble in which the subject is certain to receive L, and A

is an adjustment weight between 0 and I

2he quantity [u(W) - u(L)] represents the maximum reasonable adjust-

ment. An adjustment in excess of (u(W) - u(L)] would result in G

receiving a less favorable evaluation than the sure receipt of L. 2he

quantity A represents the proportion of this maximm reasonable adjustment

which the subject feels is appropriate in the case of gamble G. A complete

theory of basic evaluations would include a model for the adjustment

proportion A. Bovver, in accordance with our desire to focus on the

expression of opinion instead of its formation, we leave the model of basic

evaluation as general as possible, writing only,

A - CulM) - u(l)l/[u(W) - u(L) (2)

"his makes Equation (1) a simple identity. zhe importance of A is that it

expresses the proportional adjustment in utility for the gamble due to uncer-

tainty. n order to make A a meaningful quantity, we assume u to be an

interval scale (AppendLx A outlines conditions under which u is an interval

scale).
.. .

Choioe

The experiment did not reveal systematic reversals between choice when

varying the worth scale. herefore, we do not distinguish between the types

2
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of choice in the theory. Furthermore, subjects always chose between pairs of

simple twooutcoms gambles with easily discriminable probabilities and

outcomes. In these simple circumtances, we assm that each gamble (as

opposed to each pai of gambles--see Tverulcy, 1969) receives a basic

evaluation, and that subjects will always choose the gamble whose basic

evaluation is more favorable. in mor* complicated circumstances,, other con-

* siderations than the basic evaluation, such an the similaity of alternatives,

may be considered in arriving at a choice (see, for exaple, Tversky, 1972).

Hinimim selling piMce. Zn order to set a minimum selling price for

gamble 6, MS CMG, the subject mst find sme way to transform-the basic

evaluation, uCG), into a monetary amonnt. we hypothesize that subjects do :

this by a process of subjective interpolation whereby they try to equate the

proportional adjustment in basic evaluation, A, with the proportiLonal.

* adjustment in the payoffs, a* = (W-S(GI/[V-LI. We assume that subjects

are Omatching" their proportional adjustments so that .A and A' are mono- ~ 5.

tonically related. thiat is,

A I ), 2 if and only if (abbreviated i~ff")
(3)

1 2

Equation (3) implies the existence of a strictly increasing function f such

* that, A" V fA). Iherefore,

HS (0) N - f (A)CVW - Ii (4)

* where A - UCW - u(G)3/(W) -u(L) an before.

Vigor* 2 shows a schemtic drawing of the hypothesized process people

Zusrt-iurE!2 about here

N.V-6. 
%.
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use to set their minimum selling. prices.* first, a process of anchoring and

-%...

adjustment in used to reach a besic ewluation of gamble G on the utility

scale. Wa basic evaluatio is then translated auto the monetary scale by a

process of subjective interpolation. that in, the person first establishes a

correspondence, between the endpoints of the utility and monetary scales (i.e.,

the amounts to win and lose). hhen, a point on the monetary scale is sought . .'-

such that the proportional adjustment in basic evealuation, 6, matches the

proportional adjustment in the payoffs, A".

Attractiveness. A subject who uast rate the attractiveness of gamble 0.

R(G), is again faced with the problem of transforming u() into a numerical

judgment. q4aia, we hypothesise that subjects do this- by a process of subjec-

tive interpolaticn, in which they try to equate the proportional adjustment in

basic evaluation, A, with the proportional adjustment in the ratings,

&," - (100 - 3(G)1/[100 - I1. 4 We assme that subjecta are "mtching" their

proportional adJustments so that A and A'" are monotonically related.

2fat Is

A1 30A.4  iff . ..

1 2

9%

Squtio (3) implie the existence of a strictly ilncreasng functi~on 9 such .

that, A'" =glA)- 2herefore,

Systematic reversals

In order to see how the theory presented above accounts for the reversals

in our experiment, we can greatly simplify our presentation by assuming that

the losses for both the P-Det and $-set are zero, u(O) - O, and f and g

are the identity function. Note that in the actual experiment, the losses

r%. .. 1
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ware.geneally small (see Table 1) and the difference In losses for the P and

$-Mats w usually SO cents. 2he simplificatics introduced here do not

greatly change the ordinal oonclusions; however, we provide Appendix a for the "

general cases. rI..

N. iGiven our "semptions above, we can re-write soe of the basic equations

as follows;

MS() = (1 - ()w (7)

where,

A -[C)-uCG)I/uCW)C)

..

Furthermore, we can solve for ulC) by using equation (8); thus,

u (a) - (1 -A) uW) (9)

Zn comparing Judgments of minimum selling price with the basic evaluation of a

gamble (i.e., equation 7 with equation 9), note that the only difference is

with respect to the subjective worth of the amount to win in the latter. Now

consider the preference reversals involving mininun selling price judgments
.a-

and choices (recall that the moerimental results for these comparisons are

shown in Table 2, colmn 1) We begin with the case where minimun selling

price Judgments for the 1-Dat are lower than the $-Dat CNs <18), but the

P-Dat is chosen over the $-Dot (u(G) > u($)]. Uing equation (7), the

minimum selling price Judgments imply that,

(i-A )W C (I-A)W 6  (10)

Since the amount to be mon in the $-Dat is much larger than in the P-Det, this

inequality is likely to hold even though CI - Ap) is larger than (I - A$).

Now consider the choice of the P-Dat over the $-Det. Using equation (9),

%'.

, . .. ...
.- -. ,- ' . - ... 5 * -, -, g ,- . " J-',,. - - :.& , , ., - .. . , -* '. . ' ' ' a. . ~. . a.,*-".,. - , . .*..%,- "U',
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(1 - £ uCI )~ (1 -. )ou-i ) (11
p p $

Equations (10) and (11) show the typical reversal pattern in the comparison of

minim selling price judgments vs. choices. Note that it in the utility

function that accounts for the change in the inequality since A and

are the same in the two equations. The reversal occurs because the utilities

of the amounts to win in the P-Set and $-Set are closer together than the

dollar amounts in the two bets. 2his implies that the utility function is

concave, which is consistent with the fact that the P-Bet (almost a sure- b.

thing), is chosen over the s-Bet (which is 'riskier-). 5

The above reversal is illustrated in Figure 3. The utility scale shows

U-8-0-r-t-M,. ----- ZGN°;

that u(GP) > u(Gs), and thus the P-bet is chosen. Moreover, it can be seen

that Ap, the proportional adjustment down from u(Wp), is smaller than

A$ 0 the proportional adjustment down from uW$) . However, in the

subjective interpolation process, A becomes a proportional adjustment down
p

from W , ile A becomes a proportional adjustment down from W$.

Despite the fact that A is larger than £p, W$ sufficiently exceeds

so that =s) - (1-%)V5  is larger than M1(Gp) - (1-ap)w . This yields

the typical preference reversal. it should be emphasized that for any

specific gamble, the mapping from u(G) to HS(G) is a monotonic function

of u(CG). However, when considering two or more gambles together, the mapping

from u(C) to 11(0) is not monotonic. A similar argument can be made for

the comparison between choices versus ratings, and, selling prices versus -

ratings.

Now consider the other reversal pattern; viz., the minimm selling price

is higher for the P-Bet, but the choice is for the $-Bet. Using equations (7)

.9.-....

& '.. ...# o .; . .. . .. . ., . . . ' , .''..' .- .. .. ..... .- ... ... j j'- .... ... . . . .
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Figure 3. Subjective interpolation process in reversals of
choice and minimum selling price.
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and (9) again,

S(1-A )W ,C1 -A )W
p p $ $

(12)

f( I - AP) u(Wp) <(l - A$) u(W$)

Note that for the P-Bet to get a larger minim selling price than the S-Bet, ;

1 - AP) must be considerably larger than (I A,). However, if this

- occurs, it makes the second inequality less likely to hold unless the utility

function is convex. While this is possible, convex utilities for gains have L

not been found often in empirical studies. Iherefore, our analysis shows that

reversals can not only occur, but that the direction is much more likely for

the case shown in equations (10) and (11) than in (12). 2hLIs in the usual

finding in the literature as well as in our data (see Table 2 above). We can

- a-summarize how our theory handles the case of minimum selling price judgments -

vs. choices, in Table 3. The table shows the 4 possible outcomes that result

INsert Ta-ble 3 -ab ou t -here-

from ordering the P-Bet and S-Bet and the theoretical inequalities that a Jfe

implied from our model. .

We now consider Judgments of attractiveness and choices. Recall equation "t ft

(6) and note that if the i-Bet gets a higher attractiveness rating than the .

S-Bet, this implies that,

- At ~ -Al 4 1 -(1 P) 5> 9 A +)

. f., .,o

,,

Equation (13) allows us to compare the attractiveness ratings to both choices

ft and Judgments of minimau selling price. Consider the comparison with minimum

selling price Judgments firstj in particular, the reversal in which the P-let

ft.
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TAILS 3

Theoretical implications for Ninimm Selling
Price jUdginents vs. Choices

P$

p p $$p p$$

(1-4 w > (-A Ww (1-46)U(U ) >(14)N$

/ p p $ CiA (Likely)-
Choice

(1-A6v )w >C(1-4)W$ (1-6 )Vw < (1-A,)V$

(1- p WwA )u) < C-A )uC 146pWw ) < (I-A)u~$)

(Unlikely)
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is rated higher, but the minimum selling price is lower than the $-Bet. The -'-

former condition is shown in (13), and the latter condition is shown in (10);

(1-A) < (1 a )W
p p $ $

Since W is less than Ws, (13) and (10) are not inconsistent. However,

consider the case where the ratings for the s-Bet are higher, but the P-Bet

has a higher minimum selling price,

(- ) < (1-A) but, -

p $
(14)

(I - AP)wp > (1 - W

Note that the two conditions in (14) are inconsistent, making this reversal

impossible. In Appendix , we show that in the case where loses are neither .

equal nor zero, and, f(A) and g(A) are not the identity function, it is

possible but unlikely for such reversals to occur. Indeed, examination of -

Table 2 shows that only 3 responses out of 126 were of this type. 2herefore,

_-the theory accounts for the reversals between both types of judgments, -..

including the very strong asymmetry found in this case. A summary of the

theoretical inequalities that are implied by our model for the within-judgment -"

comparisons are given in Table 4.

Insert Table 4 about here
filw.

Finally, the comparison of attractiveness ratings and choice reveals

another impossible reversal; the judgment of attractiveness is higher for the

$-Bet, but the choice favors the P-Det. fhat is,
* °.,

(1 -AP) < (1 - A) but,
$ (15).(1 - A) u(Vp) 7. (1 - a5) u(V5)

a" '-
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TABEL 4

,teoretlcal Implications for Attactiveness vs.
iatantwu Selling Price JUdgments

Attractiveness Rating.
, / N --

P

P
(1-A )V > $-)w (1-A )V > )

.-- ,M (Impossible)

Price

m>

(IA)W <(- )V1- )w < lA)vw

$$$

.5.

4:)°

,- . -_ _-,-.,'"-: -: -" : ,. . . , , , , , - ,..,...,.. .••..:.,..:..o ,. ,
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Since the utility function is monotonic with amount to win, (15) cannot occur

because U(W) < u(W$). 3n Appendix B we show that this reversal is possible

with non-zero losses but is highly unlikely when the losses are similar.

Again, the reader is invited to examine Table 2, column 2, to see how well our

data fits this implication of the model. Finally, a summary of the implica-

tions of our model for the attractiveness ratings vs. choice situation is

given in Table S.

- -Insrt Tabe 5°abut her

RE-ANALYSIS OF TVYZSKY-SLOVIC DATA

EZxpression 2heory accords well with the data of our experiment. However,

since it was developed with the results already known, any peculiarities in--- --

the data may have been capitalized on in constructing the theory. 2hus, an

independent data set is required for a "cross-validationm of the model. -Such

a data set, based on an experiment similar in design to ours, comes from a

recent study by Tversky and Slovic (1984). We now describe the key V

differences between the two experiments.

First, the six pairs of gambles used by Tversky and Slavic can be formed

from the gambles used in our experiment by deleting the potential losses.

Thus, for example, the P-Set in the first pair of gambles offered a 3S/36

probability to win $4.00 and a 1/36 probability that no money would change

hands. Second, Twersky and Slovic (1984) used three tasks: (1) attractive-

nes ratings on a scale from 0 to 20; (2) prices; and (3) choices based on

attractiveness. Bach subject performed two of the three tasks. Some subjects

also performed an additional task in which they chose between each of the 12

gambles paired with a sure gain. Third, a manipulation was included to insure .

that there would be no strategic advantage to be gained by ordering the

~* ~ * * *% °..,

' . " ', % ". , ,'''''',',' % ',' '' '.',, , ." €," " " " , ... ',', ," . ';'''.','.'.',''''.' '.,,''e', %r', - " ,'.". .-
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TABLZ 5

Theoretical Implications for Attractiveness
JUdgments vs. Choices

Attractiveness Ratings

P$

> <lA)I(-

Cl-& Muw (1-AuWWI (1-A )u(V > (1-A )u(W)

(Impossible)
choice

$

(1- p A)u(W $u v) (1-A p)u(W ) < ' 4)N

77.1
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gambles differently in the three tasks. Subjects were told that a pair of

bets would be selected and that they would play the bet that had been rated

more highly (or priced more highly, or chosen).

In the previous section, we presented the predictions of Expression

heory for the special case of zero losses* this was done for simplicity of

presentation. Zn the case of the Tversky and Slovic experiment, the losses

were in fact equal to zero, and the predictions apply directly. Table 6

presents a simary of their results.

,irst consider the comparison of prices and choices (Table 60 eCall

-that Expression Theory permits both kinds of reversals, depending on the thape----

* of the utility function. Reversals in which price favors the $-Bet while

choice favors the P-Det involve people with concave utility functions. Only

people whose utility functions are convex can have prices that favor the P-Det

- --- IsL choice favors the $-Bet. Since convex utility functions have seldom 'J. ' '..J
- been observed empirically, we predict that the more likely reversal is one in

which price favors the $-Bet while choice favors the P-et. Note the results

"" in Table 6a; the predicted reversal occurred 154 time out of 333 response

patterns (46%) while the unpredicted reversal occurred only 21 times (6).

Thus, Expression Theory accounts for the predominant direction of reversals

between minimm selling price and choice (the original preference reversal

phenomenon).

Now consider the comparison of ratings and prices (Table 6b). Recall

that Expression 2heory predicts that one of the two reversals will never

occur. The model implies that it is impossible for subjects to set a higher

price for the P-Bet but rate the $-Bet more highly. %he permissible reversal

consists of setting a higher price for the S-let while rating the P-Bet more

A; LN*
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TAML 6

Twersky-Sloivic Data

(a)

Price

P $

P, 62 154 216

Choice-

$ 21 96 117

63 25 333

(b)

Price

p 21 126 149

Rating ---

$ 2 23 25

23 i51 174

Itatinq

P $

P 331 12 343

Choice- -

$ 146 47 193

477 59 536
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highly. in Table Gb it Is seen that the 6ipossibleO reversal occurred

exactly twice out of 174 response patterns (11), while the "possible" reversal

occurred 128 times (74%). t hPus, Expression fteory captures th e asymmetry in

the relative frequencies of the two reversals..

Finally, consider the comparison of ratings and choices (Table Go).

Recall that Upression Theory predicts one of the two kinds of reversals to be

i!osible. If the model Is correct, one cannot choose the P-Bet but give a

higher rating for the S-Bt. However, it is possible to choose the $-Bet

while rating the P-Bet more highly. Table 6o shows that the "impossiblew

reversal occurred 12 times out of 536 response patterns (2), while the

=possible reversal occurred 146 times (27%). Again, the inpossible"

reversal occurred rarely, while the possiblew (and frequent) reversal is

- easily interpretable within atpression theory.

Overall, the sam pattern of results is exhibited in our experiment and

in the Tversky-Slovic experiment. 'Pe same reversals in the same directions ,

are found in the two experiments. ilreover, the method in which the Tversky-

Slovic experiment was conducted allows us to reject two alternative explana-

, tions for the data of the experiment reported here. First, since gambles were

-. actually played for real payoffs, we can reject the hypothesis that reversals

are due to insufficiently motivated subjects responding in a thoughtless- g

mnner. Second, the way Tvaersky and Slovic operationalized the three tasks

! eliminates the possibility that there was some strategic (i.e., normative)

discrepancy among the tasks. Finally, the fact that reversals remained in

Tversky and Slovic's data despite their use of simpler gambles than previously

used (potential losses were eliminated), speaks to the robustness of the

phenomenon.

h .9

h.h*°%
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RepressiGO theorY and the SoMptibility hypothesis. We have reanalysed

the Tersky and Slovic data in order to test predictions of Rrossion Smory.

-. In OuT view, the theory. povides a good account of the data. Siwever, the

data are also explsined by a model proposed by !versky and slovic (1964).

Zn this section, we first present the predictions from their "differential

weighting model' and then compare the two approaches.

Tversky and Slovic begin by proposing a compatibility hypothesis, which

states that, ... the easier the mapping of a stimulus component onto the

response scale, the greater the weight attached to this component. Because

pricing is expressed in monetary units, a gamble's monetary payoffs may be

weighted relatively heavily. Zn contrast, because choice and ratings of

attractiveness are not expressed in monetary units, they should be less

sensitive than pricing to the gamble's payoffs" (p. 6). 2hey then use the

compatibility hypoteis as a rationale for developing & differential

weighting odel, which they state algebraically and audomatize. For the

present purposes, we can summarize the differential weighting model
%'I

pictorially.*

Consider Figure 4, which shows a two dimensional space comprised of the

amount to win an the abscissa, and the probability of winning on the ordinate.

Any point in this space represents a gamble with zero los, where the zero

loss occurs with a probability that is coplementary to that shown on the

6~~~~ InetLjniabout hre

ordinate. Note that P-ets would tend to be found in the upper left part of

the space (small amount to win and high probability of winning), while $-Det

vould tend to be found in the lower right part (large amount to win and small
probability of winning).

0%

is, ,
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Price

Prob.* P-e

S-Bet Choice

Money

(b)

1 Price

Prob.

P-Bet *--e

Choice

Moneg

Figure 4. Differential veighting model predictions
for the choice vsn. price comparison.
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Consider Figure 4a first, which show two indifference curves in this -..

space. these curves are shown as linear for illustrative purposes but this

is not an essential feature of the differential weighting model. A P-Det and

$-Bet are also shown in the Figure. For the =orent, only consider the

position of the P-Bet and S-Bet with respect to the indifference curve labeled

"choice" (this is the less steep line). Note that the P-Bet is to the right

of the indifference line while the $-set is to its left. his seans that the

P-Ret lies an a higher indifference curve than the $-Bet and should thus be

chosen over it. The critical feature of the differential weighting model is

that the slopes of the indifference curves for probability and payoffs depend

on the task the subject is performing. In particular, the slope is steepest

for the pricing task, since the relative weight for money is greater than for

probability (due to the copatibility of money with the pricing task). This

indifference function is also shown in Figure 4a and is labeled, "price."

* Note the position of the P-Ret and $-Bet with r-aspect to this indifference-

curve; the P-Ret is now to the left of the curve while-the $-Set is to the-

* right. This means that the S-Ret will have a higher price than the P-Bet even

* though the P-Ret is chosen. nence, the differential weighting of money in the

pricing task leads to a reversal between choices (the P-Bet is chosen) and

* prices (the S-Bet gets the higher price).

While the differential weighting model can thus account for the usual

reversal found in the choice vs. price situation, consider Figure 4b, which

sham the P-Ret to the left of the choice indifference curve and the S-Ret to

its right. his implies that the $-et will be chosen over the P-Bet. How-

ever, imagine any indifference curve for the price task, which has a steeper *-.

slope. Note that regardless of the position of the price indifference curve, I'"

* the $Set will always be to the right of the P-Set. This means that the S-Ret
o..

.a.,
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mast have a higher price than the P-Bet if the $-Bet is chosen. Therefore,

the differential weighting models implies that the reversal in which the $-Bet %;

is chosen but the P-let gets a higher price, is impossible. we can contrast

this implication with Expression Theory, where this reversal is possible but

unlikely (see Table 3). If we consider the data from the Tversky and Slovic

experiment relevant to this comparison (shown in Table 6a), we find that 21

out of 333 responses (6%) show the reversal. Whether or not this percentage

reflects error in the data or a violation of the model,,-cannot be determined..

Nov consider Figure 5, which shows the indifference curves for the price

vs. rating comparison. Tversky and Slovic suggest that the rating task is one --

in which probability will receive more weight than in the price task. in

Figure Sa, one can see that it is possible for the $-Bet to get a higher price

Insert S iure 5 about here

and a lower rating. However, Figure 5b shows that a reversal in which the

P-lest gets a higher price and a lower rating is impossible. This prediction

from the differential weighting model is identical to our prediction from

Expression Theory (see Table 4). The data from Table Gb are quite consistent

with this prediction (2 responses out of 174, or 1%).

The third comparison, between choice and rating, can be analyzed in the

same way. To save space, we simply present the results: the differential

weighting model and Expression Theory both predict that the reversal in which

the P-let is chosen and the $-Bet gets a higher rating, is impossible. The

data from Table 6a show that only 12 of 536 responses (2%) were of this type.

We now consider a general discussion of the preference reversal phenome-

non, including further analysis of the differences between Expression Theory

and the differential weighting model of Tversky and Slovic (1984).

.'-."

.-
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Figure S. Differential weighting model prediction.
for the price vs. rating comparison.
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GENERAL DISCUSSION

Although the preference reversal phenomenon was first demonstrated in

1971 by Lichtenstein and Slovic (and its possibility suggested earlier by

Slovic & Lichtenstein, 1968), there has been remarkably littile theoretical

work concerned with it in the intervening years. To be sure, hypotheses have.

been advanced and experimentally tested (see the introduction), but a quanti-

tative model has been missing. Our theory has the merit of hypothesizing a

simple -- del based on subjective interpolation and anchoring-and-adjustment

that not only explains the original reversal phenomenon, but several others as 

well. Moreover, the theory is eminently falsifiable in that it makes strong

predictions about the impossibility of certain reversals under specified

conditions. Therefore, given its parsimonious explanation of the phenomenon,

and its excellent fit to the data, Expression Theory deserves further dis-

cussion. To do so, we first consider the theory with respect to its

psychological assumptions. Tereafter, its generality is discussed with

respect to the following questionst is the theory consistent with the fact

chat negative gambles show reversals that are the reverse of positive

gambles?; can the theory explain violations of dominance that have recently

*,- been observed (Slavic, personal comzmnication)?i can the theory be used to

predict actual prices and ratings in addition to orderings?l and, to what

other types of worth scales and gambles can the theory be applied? Finally,

we compare Expression Theory with the differential weighting model of Twersky

and Slovic (1984). -. .

Psyhological assouptions

Zn forulating our model, we have assumed that the evaluation of gambles

on the basis of probabilities and payoffs occurs prior to the expression of

that evaluation in an overt response. Furthermore, although we believe that,'

V,
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the basic evaluation process involves an anchoring-and-adjustment process

based on the utilities of the gamble, we have provided no evidence for this

. assumption. However, 3xpression 7heory is only minimally dependent on

specifying how the basic evaluation Is accoplished. Nevertheless, we feel

that sufficient evidence exists to independently support the idea of

anchoring-and-adjustment. For example, Tveraky and Slovic (1984) report that

when subjects were given different arbitrary anchors for evaluating gambles,

* they gave different responses. Moreover, much other work in judgment and

choice is consistent with anchoring-and-adjustment strategies (Lopes, 1981;

Zinhorn a ,ogarth, 1984).

The major asamption of our model concerns the monotonic relation between

the proportional change in the utility scale (A) and the proportional

changes in the worth scales (WA and A" - see equations (3) and (5)). We

* have likened this process to a =subjective Interpolation,* since one must find

a point on the worth scale between W and L, or between high and low points

on the rating scale, that corresponds to the basic evaluation on the utility

scale. By equating the end points of the utility scale to points on the worth

scales, a translation of responses from one to the other can be made more

easily. 2he strongest evidence for the subjective Interpolation process comes

from the reversals involving the ratings of attractiveness. Recall that

subjects were asked to rate, on a scale from 1-100, how mch they would like

to play a particular gamble. Examination of the level of these ratings

revealed that the P-ets were rated an average of 79, while the $-ets had an

average rating of 58.5. 2hls large difference is consistent with the fact

that the reversals involving ratings were the strongest in both our study and

the Tversky-Slovic experiment. Indeed, the average ratings in their study
h.4-

were quite similar to ours despite the fact that their gambles had zero

?...
5%
.5'
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loesees 16.5 and 11.4 for the P-lets and $-Sets, respectively (on a 20-point

* scale).

ao is the difference in ratings accounted for by the subjective inter-

polation process? Consider a P-met in which you win $4 with p - .97 and

lose $1 otherwise. Since this is almost a "sure-thing," there is a small

proportional adjustment in the basic evaluation and the gamble is rated as

very attractive (an average of 92 in our study; an average of 18.9 out of 20

in the Tversky and Slovic study). Note that such a high rating leaves little -

room at the top of the rating scale for gambles such as, win $40 with p - .97

and lose $1 otherwise (clearly a better bet than the first). if subjects are

* equating the utility of the amount to win, uCW), with a high point on the

rating scale, and u(L) with some low point, a small proportionate adjustment

In utility will be translated into a high rating. 1his explanation suggests

• that the degree to which people are aware of being offered even better (or

worse) gambles, will affect the amount of space they leave from the end points

of the scale. Zn these experiments, subjects take a limited perspective.- Now
consider the rating for a $-et in which you win $16 with p - .31 and lose

$1.50 otherwise. If u($16) is equated with a high point on the rating scale

and u(-$1.50) with some low point, then a large proportional adjustment in -

the basic evaluation will translate into a low rating (an average of 58 in our

study, an average of 11 in the Tversky and Slovic study). 1herefore, the

notion that subjects use some type of subjective interpolation process is

consistent with the substantial discrepancies in the level of ratings for the

P and $ bets. We consider the issue of predicting such ratings (and minimum

selling prices) later.

..
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:, Generality of epzesion theomry

Reversing reversals. in an experiment in a Las Vegas casino, Lichtenstein

end Slovic (1973) collected prices and choices for an unusual set of gambles.

.these gambles were derived from the more usual P and $ bets by multiplying

all outcomes by -1 2hey found that the predominant direction of reversals

reversed; I.e., the $-Bet was now chosen more often than the P-Set although

the latter received the higher price. Note that this is not as peculiar as it

might sm since the P-et is now an almost sure loss, while the S-Bet gives

one a reasonable chance of a small win (at the risk of a big loss). ByIpres-

sion 2heory can acommodate such results by assuming that the basic evaluation

of the S-Bet is higher than the P-et, and, the proportional adjustment is -

greater for the S-set (i.e., A > Ap, which results in lower prices for the
$

$-Bet; see equation (12)]. in considering losses, the choice of the $-Bet

over the P-Ret (as well as the above reversal) is consistent with a convex

. utility function for losses that has been posited by Kahneman and Tersky

(1979). indeed, a convex utility function for losses results in what they

" call "reflection effects, wherein choices for losses are mirror-images of

choices for gains. From the point of viev of reversals between choices,

ratings, and prices, =reflection effects" load to reversing reversals.

Violations of dominance. A basic tenet of all choice theories is that

choices should preserve dominance; i.e., given two gambles that are otherwise

the same, one should choose the one with the larger amount or probability to

win (or, the smaller amount or probability to lose)* While violations of

various principles of rational choice have been found in the behavioral

literature, violations of dominance have rarely been noted. Hovever, Slovic

. (personal communication) has reported the following study in which dominance

was consistently violated. Subjects were given a gamble in which they could

-- *+"* . ;. %*'..'. * . ~ *~*
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win $9 With probability 7/36 and $0 otherwise. They were then asked to rate

the attractiveness of playing this bet on a 0-20 scale. IThe average rating

(over 60 subjects) was 9.4. Two other groups (of approximately 60 each) were

given the identical bet except that the zero loss was changed to a loss of 5

and 25 cents, respectively. Tte average ratings for these two groups were

14.9 (5 cents loss), and 11.7 (25 cents loss). Thus, by increasing the -7.

amount of the loss in the gamble, Slovic was able to get subjects to rate it

as more attractivel Can xpression Theory handle such results? Zn order to

investigate this, let Go denote the gamble in which there is a zero loss,

and G, the gamble in which the loss is 5 cents. We will &sme that

dominance is preserved with respect to the basic evaluation i.e., u(GO ) >

uCG1) * However, in translating the basic evaluation onto the rating scale, if

the proportional adjustment in utility for G0 is greater than for a,

(L.e., A0 > AI), the rating for G will be loer than for 01 and

dominance will be violated on the rating scale. s this possible according to

our model? that is, ca n O A i if u(%o) > u(G1 )? To examine this, we can %!
6.: >:,l

express A as a function of the basic evaluation by using equation (2) thus,

u($9) - uCGO) u($9) - u(G1 1
AO $9) -u($0) .A u($9) - u-.05) (16)

if UCGo) u G), the numerator for &0 smller than for " However,

note that the denominator for A is also smaller than for A1  (since u(O) >
01

u(-.OS)). Therefore, it is possible for A0 > A, and thus, for violations

of dominance to occur in our model. note that such violations can only happen

on the various worth scales and not in the basic evaluations themselves.

Violations of the latter type cannot be handled by xpression Theory.

* '1
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-figure 6 illustrates the violation of dominance described above. In

Insrt-iffMe6 about here

accordance with dominance on the utility scale, the figure shows that u(G 0 )

> u(G1 ). Of course, the absolute adjustment down from u($9) is less for

Go  than for G1, i.e., u($9) - u(G0 ) < u($9) - u(G1 ). However, the

proportional adjustment down from u($9) to greater for Go than for G1"

because the denominator of the proportion is sufficiently greater for G.

IThat is,

u($9) - u(G0 ) u($9) - u(G1)

% =-T9) - u($0) > u($9) - u(-.05) I

in the subjective interpolation process, these adjustments become proportional

adjustments down from a maximum rating of 20. Thus, G1 receives a higher

rating than Go, a violation of dominance on the rating scale.

Numerical predictions of ratings and prices. 2n its current form,

Expression Thory concerns the ordering of prices and ratings, not their

numerical values. However, recall that both worth scales are monotonic with

the proportional adjustment in utility, A. That is, from equations (4) and

(6), we can write,

f(A) [V - NS(0)]/[N - L) and,

(17)

,(A) 1100- R(G)]/(100- 1)

Since f and g are both monotonic functions of A, they are monotonic with

* each other. Thus, Expression Theory predicts that proportional adjustments in

prices will be monotonic with proportional adjustments in ratings.

A numerical relationship between prices and ratings can be predicted if

*•** % ,.**..; .. 0,, -....***** *,, *...,.. -, *..',.*"... .*'-. .•.-.-.',"..,:, .. " .; : "
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Figure 6. Subjective interpolation process in violation of dominance.
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one in willing to assume functional forms for f and g. For example,

suppose that f(A) A *0 and g(A) - AO. By using (17), it can be shown that,

Kc(). V (V - L) {[10 - R(G)1/99 1 ,
and, (18)R(G) -100- 99([W MS(G)(W -LI

1/2

Thus, after fitting the parameter c/o, prices can be predicted from ratings,

or vice versa. It should be noted that until this point, uxpression Theory

has not required the estimation of any parameters.

Other assessment methods. Because the original preference reversal

phenomenon involved the response methods of judgment and choice and the worth

scales of minimum selling price and attractiveness, we have not considered

other methods of assessment. However, another worth scale of considerable

practical importance is maximum buying price. While judgments of this

variable have been included in some studies of the preference reversal

phenomenon (Lichtenstein a Slovic, 1971; Sn, 1979), it has not received the

same scrutiny as mininmum selling price because expected utility theory permits

maximum buying prices to be ordered differently from choices and minimum

selling prices (Raiffa, 1968). in fact, there is empirical evidence that

gambles are ordered differently by maximum buying price and minimum selling

price (Goldstein, unpublished data). Expression Theory could include maximm

buying prices by positing the existence of a third function h, which is

monotonic with A , such that
d'

3B3(G) = - h(A)IW - LI (19)

if one were to assume a specific form for h, it would be possible to predict

maximum buying prices from ratings and minimum selling prices.

Another assessment method receiving considerable attention has been

.%..'...
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called "probability equivalence" (Johnson and Schkade, 1984). In this method,

a subject is shown a sure gain 8, and a gamble with the payoffs W and L.

However, the probability of winning W is not shown. The subject's task in

to judge the probability p, which would make his or her indifferent between

the gamble CV, p; L, 1-p) and the sure gain S. The method of probability

equivalence has been shown to be discrepant from the analogous method of

Ocertainty equivalence" (sometimes operationalized as a minimum selling price

judgment) (Hershey, 1Unreuther, and Schoemaker, 19821 Hershey and Schosmaker,

19831 Johnson and Schkade, 1984). While Expression 2hoory has not been

applied to these assessment methods so far, w believe it has much potential

for doing so.

Comparison with the differential weighting model. uxpression 2heory and

the differontial weighting model make very similar predictions for the data at

hand. Indeed, only one prediction is different for the two models; in the

case here the $-Dit is chosen over the P-Uet, but the P-Dat gets the higher

price. We predict that such a' reversal is possible but unlikely the dif-

ferential weighting model predicts that this reversal is impossible. The data

from the Twersky-Slovic study shows that this reversal occurred for 6 of the

responses, significantly higher than the 1% and 2% for reversals that both

models imply are impossible CX - 7.02, p < .01 and, X2 - 9.3, p < .01,

respectively). * Ius, Expression 2heory seem to fit the data somewhat better

than the differential weighting model. Of greater importance is the fact that

Expression Theory is consistent with ratings that violate dominance, while the

differential weighting model is not. Indeed, if consistent violations of

dominance prove to be a stable and pervasive phenomenon, this would provide

compelling evidence for our approach. rinally, Expression 2heory can be

extended to the numerical prediction of ratings and prices as well as to other

worth scales. 2he differential weighting model, on the other hand, seem more

10 Ile
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closely tied to orderings.

2hus fc, Me have only compared the two models on output measures.

Bowever, because the two theories reot on very different assumptions about the

processes underlying the reversal phenomenon, each focuses attention on some-

what different issues that can be further studied. For example, consider the

difference between judgment and choice in Dipression 2heory. 20 form a

numerical judgment, one first makes a basic evaluation of the gamble and then

translates It oan to a worth scale. In choice, one compares both gambles on

their basic evaluations. Which kind of response method is faster? Note that 4,.

choice involves comparing basic evaluations on the sane scale, while judgment

involves an inter-scale comparison. Since research Indicates that intra-

attribute comparisons are easier than between-attribute comparisons (see,

e.g., tusso & Dasher, 1983), we predict that choices will generally be made

faster than judgments. Since the differential weighting model only speaks to

* the final ordering, these sort* of questions do not arise. By contrast, the

' differential weighting model addresses questions that are -ot easily handled

by 1bepression theory. 1~or example, the role of attentional factors in making

the dimensions of gambles more salient (thereby Increasing their weight), is

easily acommodated. indeed, the model has already been used to explain

" phenomena in which subjects weight certain types of Information more heavily

than others (Slovic a Nci4lllany, 1974). herefore, we see considerable
'J li;%.%

complementarLty of the two approaches. Indeed, there is no reason to believe

that any single explanation will be sufficient for explaining preference

reversals in all their complexity.

COMMUSION

We began this paper by pointing out that the preference reversal phenome-

non poses an Important challenge to theories of judgment and choice. That is,

.i-. :;%
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the idea that different worth scales am lead to reversals in the order of

* preference raises the disturbing possibility that theories of choice and

Jugmn imst becnditonal on the specific ways inl which preferences are

assessed. Since there are inumerable response seales, the possibility of

achieving generality in theories of decision making would seem to he seriously

* threatened. note, however, that the difficulty of achieving generality is

not peculiar to decision research, xrdeed, the problem of Omothod variance'*

(Campbell a Pinse, 1959) plagues all science (and social science in particu-

lar). *For example, It is waLl known that the form of the question can greatly

* affect responses in a wide variety of contexts (see Uogarth, 1982). * Iere-

faore, preference reversals are an extreme example of the more general problem

concerning the sensitivity of responses to the way they are elicited.

our approach to understandin preference reversals has beent to posit a

simple psychological 1processe that is general, yet captures the omlexity of

responses that have been found in the literature. To do this,. we have

proposed a model whereby people translate their basic evaluations of gambles

** ~,onto various wirth scales by using a proportional adjustment matching

strategy. While we believe that our model provides a testable, generalizable,

and parsimonious explanation of the phenomenon, its real importance lis* in

* showing that the generality of theory can be achieved, even in the face of

C seemingly Inconsistent and contradictory responses.
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Appendix A 7

A Strategy for axionmatizing Ucpression Theory is sketched below. Let A

be a set of monetary values, and lot G be the set of two-outcome gambles - .

involving outcomes in A. Let (x,ply,l-p) ) (zq~v,l-q) indicate that the

gamble (x,py,l-p) to chosen over (z,qlw-q). Lot HS(x,ply,l-p) and

R(x,p;y,l-p) denote the minimUm selling price and attractiveness rating,

respectively, for the gamble (x,p;y,l-p). The goal is to find conditions on

the structure (GMS,R, ) ) which are sufficient to insure the existence of

functions usA . Re, A G(.[0,11, and strictly increasing functions f and g

*from (0,11 into (0,11 such that for any (x,puy,l-p), (z,q;v,l-q) G,

Cx,piy,1-p) ), (z,q;w,1-q)

if f

umax(x,y)J 1-A(x,piy,i-p)J + usdmn(x,y)JA(x,piy,t-p)

) umax(s,w)][1-M(z,qv,.-q)] + u(min(z,v)]h[z,q;w,l-q),

m(x,p;y,l-p) - max(xy)(1-f[A(x,p~y,I-p)I-

4. in(x,y)fA(XPxy,l-p) ],

and for any nondegenerate (x,p;y,l-p) 6,

Rlx,Cpy,l-p) - 100(1-gl(&x,p~y,l-p)]) 4. g[Ax,py,l-p).

We can axiomatize the choice relation by following a strategy similar to

that used by Ramey (1931) to axiomatiLze subjective expected utility theory.

First, we find a group of gambles for all of which a - .5. Then we impose

the a3om of additive conjoint measurement on the gambles with A - .5,

* obtaining a utility function defined on the payoffs. For the remaining

-K. gambles, we solve for the A's in term of the utilities. Finally an

additional two axiom enable uo to exprees 148 and R as desired. r%
'S.,. ,;
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-Since f Is to be strictly increasing, it follows from the desired

representation that fA(pjy,l-p)I - f[A(C,qlw,l-q)] iff A(x,p;y,l-p)

- A(zqv,l-q). this gives us a way of identifying gambles which must

give rie to the same value of A. Let the set of gambles for which

"A(x,p;y,-p) - (uax(x,y) - NB(xp;y,-p)/max(x,y) - min(x,y)] - r be

denoted Cr. All of the gambles Or mast have the same value of A, but

we don't know what it i . Let the set r *enlarge" upon or, by defining

((X,e5,z) x A). For x,y A, if there exists p such that

C,p;,1-p) Er, it will be convenient to denote the gamble (x,piy,1-p) by

(xsY)r

2he key step in to identify that parti ular set of gambles Cr, for which

A s equal to .5. To do this, the following axiom is Luo ed.

Axiom 1. 2 Ibre exists a set O.. containing gambles

~~(y,pus',1-p), (y',p'uu,1-p'), (z,qus',1-q), ".
'4...

(x',q'us,1-q'1, (x,rjy',1-r), and (x',r'gy,1-r'1,

where x)x'1y)yo>)>s', much that

i (y,pvsO,1-p) Cy('r,p'gu,1-P'),

(x,q;ls,l-q) (Cx#q';,1-q'),

and (x,y',l-r) - (z',r'gy,1-r').

It is not hard to show that a necessary consequence of the desired repro-

. sentatisa is that all of the gambles in the set Or* have & - .5.

2hus, for the gambles in Or the desired representation reduces to

S(x, . s iff uX) + uly) ; u(s) + u(w). Axiom for this sort

- of additive structure are well-known (Irantz, Luce, Suppes, and Twersky,

1971). We impoee conditions to guarantee that for any (xy) AJl, there in a
-.
" '

:oI
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gamble (Xply,t-P) in Z1r,, and we impose conditions for additivity on this

set. 2hLs gives us a real-valued function u defined on a which is unique up

to a positive elfin. transformation. then for any gamble C,psy,1-p) with

x * y, we solve for A "s follows. First we find the degenerate gamble

(x,.5,z) such that (x,.5,z) -(x,piy,I-p)- Then setting uWs *

u~max(x,y)3(1-A(xpjy,1-p)j + utmin(x,y)]A(z,p;y,1-p), we compute

A~x~~y,1p) - u~aax~x,y)1 - u(z)

u~msx(x,y)J - uLi(ZYFI

For degenerate gamble* of the form C:,p,z), we set A-0.

Finally, it can be shown that the desired expressions for minimm selling

price and attractiveness ratings can be derived if the following two axioms

are satisfied.

Suian 2. Far any (z,p~y,1-p), Cs,qllw,i-q) 0,

A(x,p~y,1-p) A(z,q~w,t-q) iff AtCx,puy,1-p) )

Axiom 3. Far any nondegenerate Cx,pjy,1-p),

Cs,qiw,t-q) G, AMx,puy,l-p) A(z,qgw,t-q) iff

R(X,PiY,1-p) 4 a(Z,qaw,l-q)*

C ,
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Appendix 3

We wish to ohm that the prediction of impossible reversals, which occurs

when losses are zero and f(A) and g(A) are set equal to A. are highly

unlikely when these restrictions are relaxed. To do so, let,,'S

a I-f(A) and, b -1-f(A (3.1)
$ p

at. -A and, b'-l - (".2)
$ Ap

qpp
a I 9(gA$ andl, d1 I q -UP ) (8.3) .'_.

Consider the impossible reversal involving minimnu selling prices vs. ratings;

i.e., M > S$ and 11p < N. Substituting equations (4) and (3.1) into the

selling price inequality yields,

b W, . (I-b) L > a Vs .+ 0 -a) L. (.4)

Similarly, using equations (6) and (3.3) for ratings yields,

d < c (3.5) -.

From (5.4), note that since W$ > W , either b > a, or, L. > L$ (or

both). If b > a, note that d > c since f and g are monotone with each

other. Zn the case where losses are both zero, b > a for (3.4) to hold.

However, d > c violates (3.5), and thus, Rp < R is impossible. -Hovever,

if L- is a larger amount than L6 , then (3.4) and (3.5) can both hold

" (depending on the sizes of a,b,c, and d). Zn our experiment, and in all of

the studies reviewed above, Lp and L$ have not been very discrepant.

* Therefore, while it is possible for (3.4) and (3.5) to hold in our experiment,

it is quite unlikely.

nov consider the impossible reversal involving ratings and choices;

i.e., tp < $ nd u(%p) > u(G$). Por ratings, Rp < R$ implies that

-;." .' "

:o t. *Js

* -S

N *.'.~~' *, *~ . ~
i- b %% ,. ,, %i.... .. .. %' .. %.-, % .,, . ........ ,. . .. . *... ,, %5 .. -... ... , ..... %...i ... .. .,.... .- . .. %.:"



Preference Reversals

47

* d < a (as in (3.5)). 2he choice of the P-Dot over the $-Set implies,

b'u(W ) + (1-b')uCL p) >a'uCW $ + C1-a')u(L $ (3.6)

Note that If d < c, bt < at (via monotoniity). Moreover, since u (39 ) <

uCW$), equation (5.6) can hold if u(Ls) is considerably loes than u(L.,).

We smeams that there would have to be a substantial discrepancy in losses for

* the V and $ bets (or a very steep slop. in the utility function containing

andL~)for this reversal to occur. Again, while this is possible, it

is unlikely given the stimuli in this experimnt.

4k.4
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The eqseriuent reported here Is based on a dissertation submitted by the Id,

first author to Te University of Nichigan in partial fulfillment of Ph.D. K
requiremuents. n gratefully acknowledges the advice and support of the

members of his doctoral committees Clyde N. Coombe, ,,airman, Lily sang

J. Z. Keith smith, and J. Frank Yates. his work was supported in part by 38.

research grant WPS 78-09101 to Clyde H. Coombs, by a Horace H. Rackhas predoc-

toral fellowship, and by a grant from the Spencer Foundation, both to the

first author. We also wish to acknowledge the support of a contract from the

Office of Naval Research to the second author. We are indebted to the fol-

lowing people for comments on an earlier version of this paper: Don Fiske,

Josh Klayman, Robin Hogarth, Jay Russo, Paul Schoemaker, and Paul Slovic.
1 In studies of the preference reversal phenomenon, subjects have usually

judged the monetary value of options by giving minimum selling prices. How-

ever, other kinds of judgments have occasionally been used. As well as -.- q

minimu selling price, Grether and Plott (1979) elicited judgments of monetary

value of gambles by a method which avoids references to market-type behavior.

Grether and Plott asked subjects to give Othe exact dollar amount such that

you are indifferent between the bet and the amount of moneym (Grether a Plott,

1979, p. 631). Maximus buying prices were Included in studies by Lichtenstein

and Slovic (1971, miperiment 1) and by Sme (1979).
2In an eeriment reported by Lindm.n (1971), subjects reported their .-.

minimum selling prices while the gambles were all simultaneously displayed. .

he Intent was to permit subjects to make comparisons across the gambles

while setting their prices. When subjects make choices with respect to 5.-.

minimum selling price, as in the lower left cell of Figure 1, some degree
:.-
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of omparison is required.

3910ith's as yet unpublished work is related to work by Pho and Scott

(1961, 1964).

4 lor convenience, we def ine the proportional adjustment in the

ratings, A"'*# to be based an the entire lenfth of the rating scale, i.e.,

A- [100 - 1(0)J/1100 -1]* Only minor changes would be required if we were

to assume that subjects reserve some room at the top and bottom of the rating

scale for extraordinary gables. In this case, the subjective interpolation

process would be one in which the person first establishes a correspondence

between the endpoints of the uitility scale and som nearly extrem ratings,

say 90 and 10. then, he/she would attempt to find a rating such that the

proportional adjustment in basic evaluation, &, matches the proportional

adjusmnt in ratings, in this case defined as A" 1 90 - 1(0)1190 - 101.

57rom Dluation (10) and (111, we have <- -. From this
u(N)V

p
U(W )-UCO)

inequality, and the assumption that uCO) -0, we can-writel

(V $ -0CO

< A . Is, the slapeof theline from theoriginthrough [NilV -0
p

u (U9 ) toi steeper than the slope of the line from the origin through the

point (U$I U(V$)] I*since up < w., a *smooth" utility function with this

property is convex.

4. . -
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